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Abstract As cardiovascular models grow more sophisti-
cated in terms of the geometry considered, and more phys-
iologically realistic boundary conditions are applied, and
fluid flow is coupled to structural models, the computa-
tional complexity grows. Massively parallel adaptivity and
flow solvers with extreme scalability enable cardiovascu-
lar simulations to reach an extreme scale while keeping the
time-to-solution reasonable. In this paper, we discuss our
efforts in this area and provide two demonstrations: one on
an extremely large and complex geometry (including many
of the major arteries below the neck) where the solution is
efficiently captured with anisotropic adaptivity and another
case (severe abdominal aorta aneurysm) where the transi-
tional flow leads to extremely large meshes (O(109)) and
scalability to extremely large core counts (O(105)) for both
rigid and deforming wall simulations.

1 Introduction

Computational simulations of blood flow have been used to
study the cardiovascular system in a variety of applications
[31] including the study of the hemodynamics of healthy
and diseased blood vessels [5,18,29], the design and evalu-
ation of medical devices [1,13,16,28], and prediction of the
outcomes of surgeries [17,26,32]. As computing power and
numerical methods advance, simulation-based approaches
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are expected to become even more extensively used in study-
ing the cardiovascular system. In such studies, there are sev-
eral challenging aspects that must be considered.

First, we need to represent complex geometries of the car-
diovascular system accurately. The aorta starts from the left
ventricle and it tapers, bends, and bifurcates into small ves-
sels. The geometric changes directly affect hemodynamic
factors such as blood velocity, pressure, and wall shear
stress. Further, diseased blood vessels can exhibit highly non-
uniform, complex structures, i.e. abdominal aortic aneurysms
with high tortuosity, aortic coarctation, thrombus in aortic
anerysms, and so forth. Thus, to compute realistic hemo-
dynamic factors in the cardiovascular system, the geometry
should be represented accurately. Two cardiovascular appli-
cations with complicated geometric models are considered
in this study. The first one is a patient-specific “whole” body
model composed of 78 arteries extending across most of the
body from the neck to the feet. The other application is a
patient-specified abdominal aorta aneurysm model.

The reliability and accuracy of simulations is also a strong
function of the mesh quality and configuration. The applica-
tion of reliable numerical simulations requires them to be
executed in an automated manner with explicit control of
the approximation made. Since there are no reliable a priori
methods to control the approximation errors, adaptive meth-
ods must be applied where the mesh resolution is determined
in a local fashion based on the spatial distribution of the solu-
tion and errors associated with its numerical approximation.
In the cases of cardiovascular blood flows the use of boundary
layer meshes is central to the ability to effectively perform
the flow simulations due to their favorable attributes, i.e.,
high aspect ratio, orthogonal, layered and graded elements
near the viscous walls. The function of mesh adaptation is
to convert a given mesh into the desired mesh consistent
with the mesh improvement information. The techniques
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of anisotropic mesh adaptation with boundary layer main-
tenance developed in [23] have been used in this study.

Besides accurate description of the complicated geomet-
ric model and high resolution spacial discretization (mesh),
we need to assign boundary conditions which can represent
absent parts of the cardiovascular system properly. There
are billions of blood vessels in the cardiovascular system
and each of the vessels interact with each other due to the
closed loop nature of the system. The cardiovascular sys-
tem is truncated depending on the region of interest and
absent parts of the system should be represented with bound-
ary conditions. Otherwise, the computed flow and pressure
are not physiologically realistic because the boundary con-
ditions do not consider flow demands, structure, and physi-
ology of the absent upstream/downstream vascular networks
of the system. To consider these interactions, more sophis-
ticated boundary conditions have been developed. These
boundary conditions use relationships between pressure and
flow and assign weak pressure or flow rate boundary con-
ditions as the boundary conditions [9,17,20,34]. Further,
blood vessel walls are not rigid but deform in response
to blood flow and pressure and models to represent these
effects must be included to capture the altered flow and
traction fields near the wall, as well as the overall pres-
sure and flow wave propagation phenomena in the system
[6–8,19,21,33].

Inclusion of the aforementioned models into cardio-
vascular simulations often results in a very large scale
computation. The ability to solve problems of practical
interest in a reasonable time requires the use of mas-
sively parallel computers and a flow solver that is both
computationally efficient and highly scalable. An implicit
finite element flow solver, PHASTA, has demonstrated the
ability to meet these performance requirements. PHAS-
TA employs a partition of the mesh into a set of parts
distributed over the processing cores for both the forma-
tion and implicit solution of the finite element system
[24,25]. PHASTA has been shown to be an effective tool
for a broad range of applications including cardiovascular
simulations.

This paper seeks to apply state of the art modeling at an
extreme scale to demonstrate what will become possible in
the near future of cardiovascular simulation. To achieve this
goal, the paper is organized as follows: Sect. 2 reviews the
numerical method and the parallel structure of our implicit
solver. Section 3 presents the blood flow simulation in a
patient-specific 3D “whole” body model to demonstrate the
large scale geometric complexity and adaptivity. Section 4
demonstrates the strong scalability (time-solution compres-
sion) of our approach on both a rigid wall and a deformable
wall simulation of an abdominal aorta aneurysm (AAA) on
very large meshes and very large core counts. Section 5 draws
conclusions from this study.

2 Numerical methods

To model blood flow in deformable arteries we employ
a coupled momentum method for fluid–solid interactions
problems as introduced in [8]. In this method, a shear-
enhanced membrane model for the vessel walls is used along
with monolithic coupling, which results in a robust method.
For fluid domain � with its boundary � and solid domain
�s with its boundary �s , the following governing equa-
tions are considered for velocity v, pressure p and wall
displacement u.

Given f : �× (0, T ) → Rnsd , fs : �s × (0, T ) → Rnsd ,

g : �g ×(0, T ) → Rnsd , h : �h ×(0, T ) → Rnsd , gs : �s
g ×

(0, T ) → Rnsd , hs : �s
h × (0, T ) → Rnsd , v0 : � → Rnsd ,

u0 : �s → Rnsd and u0,t : �s → Rnsd , find v(x, t), p(x, t)
and u(xs, t) ∀x ∈ �, ∀xs ∈ �s,∀t ∈ (0, T ) such that the
following is satisfied

ρv,t + ρv · ∇v = −∇ p + ∇ · τ
˜

+ f

∇ · v = 0

ρsu,t t = ∇ · σ
˜

s + fs (1)

where τ
˜

= μ(∇v + (∇v)T )

and σ
˜

s = C
˜

: 1

2
(∇u + (∇u)T )

with fluid–solid interface condition ∀(x, t) ∈ � f si × (0, T ):
tn = −ts

ns , where tn is the surface traction vector on the
fluid domain and ts

ns is on the solid domain, with n being
unit outward normal at � while ns at �s . nsd is the num-
ber of the spatial dimensions. The boundary � of the fluid
domain is divided into a Dirichlet boundary portion �g , a
Neumann boundary portion �h , and a (shared) fluid–solid
interface portion � f si (note n = −ns at � f si ). Similarly, the
boundary �s of the solid domain is divided into a Dirichlet
boundary portion �s

g , a Neumann boundary portion �s
h , and

a fluid–solid interface portion � f si . A no-slip condition is
used to the fluid–solid interface portion � f si . Here, vessel
walls are assumed to be a thin-walled structure leading to
�s = ξ × � f si and �s

h = ξ × ∂�s
h , where ξ is the wall

thickness. Currently, we assigned a uniform thickness but a
non-uniform wall thickness can be also assigned [2]. Fur-
thermore, density ρ, dynamic viscosity μ of the blood, and
density ρs of the vessel walls are assumed to be constant.
C
˜

is a fourth-order tensor of material constants. Addition-
ally, f and fs are external body forces on the fluid and solid
domains, respectively.

The standard Galerkin finite element formulation (based
on discrete trial solution and weight spaces, Sm

h , Wm
h and

Pm
h , as defined in [36]) is: find v ∈ Sm

h and p ∈ Pm
h

such that for any w ∈ Wm
h and q ∈ Pm

h , the following is
satisfied
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BG(w, q) =
∫

�

{

w · (ρv,t + ρv · ∇v − f)
}

dx

+
∫

�

∇w : (−pI
˜

+ τ
˜

)dx −
∫

�

∇q · vdx

−
∫

�h

w · hds +
∫

�

qv · nds

+ξ

∫

� f si

{

w · ρsv,t + ∇w : σ
˜

s(u) − w · fs} ds

−ξ

∫

∂�s
h

w · hsdl (2)

where the acceleration term has been written as the time
derivative of the velocity rather than as the second time deriv-
ative of the displacement field, since the goal is to express
the vessel wall equations in terms of the fluid unknowns to
maintain monolithic coupling. Furthermore, to represent the
vascular bed downstream of the computational domain, the
traction h at outlets can be calculated using a boundary con-
dition based on prescribed traction, resistance, impedance, or
a three-element Windkessel model [34,35]. As the Galerkin
method is well known to be unstable for equal-order interpo-
lation of the velocity and pressure, a stabilized semi-discrete
finite element method [4,10,30,36] is utilized in this study.

After discretization in space, implicit integration in time is
performed using a generalized-α method [11]. The resulting
non-linear algebraic equations are linearized to yield a sys-
tem of equations which is solved using iterative solvers, e.g.,
GMRES [22] is applied to the linear system of equations
Ax = b (where b is the right-hand-side or residual of the
equations and A is the left-hand-side or linearized tangent of
b with respect to unknowns, both of which are evaluated by
numerical integration over all the interior and boundary ele-
ments in the mesh, and x is the update in the unknowns that
needs to be computed at any given non-linear iteration step).
Having described our discretization procedure, we now turn
our attention to the parallel implementation that allows us to
achieve strong scalability on massively parallel computers.

The aim of the current parallelization procedures is to
perform subject-specific flow simulations in a clinically rel-
evant time-frame by achieving (strong) scalability over mas-
sive level of parallelism involving hundreds of thousands of
cores. All computations are based on a decomposition or
partition of the mesh into parts with equal work load. The
term part is used to denote a set of mesh entities whereas
term partition is used to indicate collection of all parts (i.e.,
together all the parts within a partition comprise the aggre-
gate mesh). Graph or hypergraph [3,12] based partitioning
schemes are currently used as they are more suitable for
unstructured meshes. Here, partitioning based on elements

Fig. 1 Solid dots indicate
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Fig. 2 Control relationships are established between multiple images
of shared dofs (dofs are locally numbered on each part). Solid circle
denotes an owner image whereas hollow ones indicate non-owners

is applied as it is natural for equation-formation stage (i.e.,
during formation of A and b), making it highly scalable. Note
that during the equation-formation stage the computational
load (in any processing core) depends on the elements pres-
ent in the local part whereas in the equation-solution stage
it depends on the degrees-of-freedom (dofs), or unknowns
in the system of equations, on that part. So long as the dof
balance is preserved, such a partitioning also maintains the
scalability in the equation-solution stage.

Since each element is uniquely assigned to a single part,
dofs are shared on inter-part boundaries, see solid dots in
Fig. 1, whereas a non-shared dof resides solely on one part
(i.e., interior to a part). Therefore, the communication effort
related to shared dofs is peer-to-peer, i.e., required only
among interacting neighboring parts, and grows with the
number of dofs shared at inter-part boundaries. A concept
of a partition-graph is currently used to describe the parts,
and their interactions, within a partition. Each partition-graph
vertex represents a part whereas each partition-graph edge
represents interaction between a pair of parts sharing dofs.
The interaction between neighboring parts is defined based
on shared dofs, as shown in Fig. 1, where every part shar-
ing it has an image of it. One image among all images of
a shared dof is assigned the owner thereby making all the
other images to be non-owners, see Fig. 2. Such a con-
trol relationship for shared dofs allows each owner image
to be “in-charge” for data accumulation and update and in
turn limits communications between owner and non-owners
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(i.e., non-owner images do not communicate to each other).
Furthermore, data exchange is done only for vector entries
(e.g., in b), since the assembly in entries of A is performed
at the local level without regard to the neighboring parts.
An entry is considered complete when it has the same value
in a partitioned (or parallel) case as it would have in the
unpartitioned case. To obtain complete values, a two pass
communication strategy is applied as described in [24].

After forming A and b, and obtaining complete values in
b, the next step involves finding the solution update vector x.
Krylov iterative solution techniques are currently used (e.g.,
GMRES [22]), where repeated products of A with a series
of vectors (say, p) are carried out to construct an orthonor-
mal basis that is used to approximate x. In this series, the
outcome of any matrix–vector product is another vector q
(=A p) which is used to derive the subsequent vector in the
series while the first vector in the series is derived from the
residual vector b (which contains complete values). Due to
the distributive property of A p product, the resulting vector
q will contain on-part (incomplete) values. To obtain com-
plete values in q, two-pass communication strategy is used
as before. Before the next product in the series orthonormal-
ization is required, where the norm of vector q, and its dot-
product with previous vectors, are computed. The on-part or
local dot-product is first computed which is followed by a
global sum (based on collective communication) to obtain a
complete dot-product. This series of steps leads to an ortho-
normal basis of vectors to approximate x and marks the end
of a single non-linear iteration step. In a transient, non-linear
problem, multiple non-linear iterations are performed at each
time step to obtain a converged (non-linear) solution at that
time step before advancing to the next time step.

3 “Whole” body simulation

In this first set of simulations, we demonstrate the capability
of our methods by applying them to compute physiologi-
cally realistic blood flow and pressure in a subject-specific
“whole” body model within a short time frame. The “whole”
body model is constructed from computer tomography (CT)
data, which covered the entire body from the neck to the feet
of a female patient. Figure 3 shows the volume rendering of
the CT data and the constructed geometric model projected
into an iso-surface image of the CT data.

The layout of the “whole” body model is illustrated in
Fig. 4, along with the labels of sections where the veloc-
ity magnitude are reported. The figure also shows the inflow
waveform and the three-element Windkessel model [34,35]
assigned to each outlet. The geometric model consists of
seventy eight arteries, starting from the root of the aorta and
including major branch vessels and main branches of the
upper-body and lower-body vasculature. The discretization

Fig. 3 Volume rendering of CT data (left) and the geometric model in
iso-surface of CT data (right)

Fig. 4 The “whole” body model with the labels of sections (left) and
the boundary conditions (right)

of this geometric model is challenging because it is a large
complex model that spans a large range of vessel diameters.
The length of the model is roughly 150 cm whereas the diam-
eter varies from 3 cm at the aortic inlet to 0.2 cm in small
branch vessels. To generate an efficient finite element mesh,
we need an adaptive tool that considers non-uniform com-
plex geometries and solution fields. Additionally, versatile
boundary conditions are needed to obtain realistic flow and
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pressure waveforms in this model. This model consists of one
inlet, 78 outlets, and the vessel walls. If the boundary condi-
tions of the inlet and outlets are not properly set based on the
flow demands of the downstream vessels absent in the geo-
metric model, the flow distribution will be determined solely
by the resistance of the geometry and lead to unphysiologic
flow and pressure distribution.

For the inlet, a Womersley velocity profile [37] with a
mean flow rate of 83 cc/s (Fig. 4) is assigned. The Womers-
ley number is 5.6 with a cardiac cycle of 1.1 s. We solve for
blood velocity and pressure for four cardiac cycles until the
periodic solution fields are obtained. Results from the last
cardiac cycle are presented. A uniform time step size of 1 ms
is used for all the simulations. The viscosity and the density of
the blood are assumed to be μ = 0.04 dynes s/cm2 and ρ =
1.06 g/cm3, respectively. No-slip conditions are assigned on
the blood vessels assuming rigid walls and a three-element
Windkessel model is applied at the outlet surfaces to repre-
sent the downstream vascular networks absent in the geo-
metric model using an analogy between the electric circuit
and the blood flow in the cardiovascular system (Fig. 4).
Flow distribution to each outlet was determined based on
literature data [38] and we adjusted the parameter values of
the three-element Windkessel model for different outlets to
match both the flow distribution and the measured brachial
artery pulse pressure [14,27] at the level of the descending
thoracic aorta. Note that the computed mean pressure of the
outlets was smaller than the mean pressure of the brachial
artery because of the pressure drops due to the resistance to
blood flow in the geometric model. Note that the walls will be
assumed rigid in this case since a deforming wall simulation
of such a long geometry would require a foundation model
which is still under development.

To construct an efficient finite element mesh, we initially
created a fairly coarse unstructured mesh with two semi-
structured layers of the constant thickness of 0.004 cm within
the boundary layer. Figure 5 presents magnified views for dif-
ferent arteries along with those of the adapted mesh. Due to
the high ratio between the model’s total height and the diam-
eter of small arteries (150/0.3 cm = 500), we varied the
initial local mesh size for different blood vessels from 0.03
to 0.1 cm on the basis of the outlet diameter. The initial mesh
had 1.86 million nodes and 7.1 million elements but is still
relatively uniform and isotropic in the interior volume and
does not have high resolution on small blood vessels (e.g.,
Radial artery in Fig. 5 shows only tens of triangles on the
outlet surface).

The solution based, anisotropic, boundary layer mesh
adaptation was used to improve the mesh quality. After four
sets of flow computation and mesh modification, we obtained
an adapted mesh with 9.0 million nodes and 42.8 million
elements. Figure 5 depicts magnified views of selected arter-
ies in comparison with the initial mesh. The effect of flow

Fig. 5 The comparison of initial and adapted meshes

features can be clearly seen on the adapted meshes. Elon-
gated elements aligned in the flow direction are created in
the regions where one velocity component is varying sharply
relative to the other ones such as near the vessel walls due to
boundary layers. Isotropic elements are created where flow
variation in each direction is relatively similar, for example,
in branching regions. The minimum local size in the adapted
mesh is 0.004 cm while the maximum size is 0.8 cm. The
adaptation increased the mesh size by a factor of six (42
million/7 million). However, the local resolution was increa-
sed up to a factor of 25 (0.1/0.004 cm) in some regions.
To achieve the same level of resolution, uniform refinement
will increase the mesh by 25 × 25 × 25 = 15.6 thousand
times in the 3D model. This is one of the advantages of the
anisotropic adaptation. Moreover, we observe that in the case
of an adapted boundary layer mesh, the layered and graded
elements are maintained near the walls. The transition of
the elements at the interface between the layered part and
the interior tetrahedral part of the mesh is also smooth in the
adapted mesh, avoiding mesh based artifacts in the solution
due to a rapid change in the element size. Note that, the newly
created nodes are projected (“snapped”) onto the solid model
surface to improve the geometric approximation.

Figure 6 shows the distribution of the pressure fields of
the “whole” body model at peak systole, early diastole, and
end diastole. At peak systole, the aortic pressure of the model
reaches 120 mmHg (left in Fig. 6). After the aortic valve is
closed in early diastole, aortic inflow is zero and the pres-
sure decreases. The pressure of the upper body drops below
100 mmHg and the pressure of the lower body is higher than
the pressure of the aorta due to the deceleration of the flow
(middle in Fig. 6). The pressure continues to decrease until
the end of diastole and the pressure in the outlets surfaces
reaches the minimum value of 60 mmHg (right in Fig. 6).
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Fig. 6 Pressure contours of the
“whole” body model using the
adapted mesh at peak systole,
early diastole, and end diastole

Fig. 7 Velocity magnitude on selected cut-planes (defined in Fig. 4)
obtained on the adapted mesh at four instants

In Fig. 7, velocity magnitude on six selected cut-planes
(see Fig. 4) are shown at four instants of a cardiac cycle.
When the inflow is decelerating, some cut-planes experience
complex flow structures due to the complex geometry and
the interactions of the boundary conditions. Small scale flow
features are developed at this phase and the adapted mesh
demonstrates its ability to capture them.

Figure 8 demonstrates temporal variation of the pressure
and the flow rate at various outlets. A phase lag of pressure
relative to flow is observed, which is realistic. The computed

flow and pressure waveforms are physiologically realistic by
assigning proper boundary conditions at the outlet surfaces.

Figure 9 shows the computed wall shear stress fields at
peak systole, early diastole, and end diastole. At peak sys-
tole, the wall shear stress is high due to the high flow from
the aortic inlet. The wall shear stress at end diastole is low
due to the low aortic inflow. However, the transiency in wall
shear stress mostly affected the aorta and big vessels and not
the small vessels due to the differences in the diameter.

Figure 10 shows the wall shear stress of the aorta in the
mesenteric region in a magnified view. Note that the wall
shear stress was plotted in the same scale (0−20 dynes/cm2).
In the magnified view, we see a smooth distribution of wall
shear stress on the model, which demonstrates another ben-
efit of using the adaptive boundary layer mesh [23].

Figure 11 compares the wall shear stress over vessel walls
in a magnified view obtained on the initial (M0) and the
adapted mesh (M4) at peak systole. Obvious differences are
observed between these two meshes. The wall shear stress
on the initial mesh already captured the overall distribution
patterns, but it is not as smooth as the field on the adapted
mesh and is over predicted in some regions.

The simulation of the adapted mesh were performed on
Kraken (Cray XT5) at NICS, using 2,048 processing cores
and the simulation took 90 min (3,000 CPU h) for one cardiac
cycle. These results indicate that we can run cardiovascular
simulations with complex geometry and flow characteristics
such as the “whole” body model in a reasonable time frame
because the flow solver has strong scalability (see the fol-
lowing section), which is very important for time critical
simulations.
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Fig. 8 Pressure and volumetric
flow rate computed on the
adapted mesh at various outlets
in a “whole” body model. SMA
stands for Superior Mesenteric
Artery
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Fig. 9 Wall shear stress of the
“whole” body model using the
adapted mesh at peak systole,
early diastole, and end diastole

4 Scaling study of AAA model with FSI

In this section, we consider an abdominal aorta aneurysm
(AAA) model which is shown in Fig. 12. Simulations of this
model have been carried out for multiple cardiac cycles in a
previous study [15]. This study has shown that the unsteady

pulsatile flow, combined with the complex aneurysm shape,
leads to unstable free shear layers that undergo transition
during the deceleration phase of the cardiac cycle (post-
peak of systole). Obtaining a grid-independent study of this
transitional flow requires several cycles of anisotropic adap-
tivity. While grid independence may be obtained for some
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Fig. 10 Wall shear stress of the
descending thoracic aorta using
the adapted mesh at peak
systole, early diastole, and end
diastole

Fig. 11 Comparison of wall shear stress on the initial and the adapted
meshes at peak systole

quantities (e.g., flow splits) on meshes with O(107) ele-
ments, other, more challenging quantities (e.g., wall shear
stress) appear to require O(108) elements. When an adaptive
scheme is successful, it equally distributes error among all the
elements. At this point, the next adaptation cycle would sub-
divide all existing elements leading to an eightfold increase
in mesh size which also happens to be the gold standard for
grid independence if the solution change, in the quantity of
interest, is made acceptably small. Typically, such simula-
tions are out of reach for problems of this complexity but the
extreme scalability of our solver combined with coming com-
puter architecture appears poised to make such simulations
feasible. To be clear, we do not yet have sustained access to
the machines that would be necessary to run multiple cardiac
cycles on such a large mesh but the purpose of the studies in
this section is to demonstrate scalability of our software on
short runs and thereby establish feasability of such work as
these computers become more available. To this end, a mesh

Fig. 12 Geometry and a mesh of an AAA model

with 1.07 billion elements is considered which is obtained
from adaptive refinement of a 133 million element mesh that
was itself the result of several cycles of anisotropic adap-
tive refinement of [23]. The refinement was performed on
2,048 processing cores on NICS Kraken (Cray XT5) and the
process took less than half a minute. In this study, we focus
on the strong scalability (time-solution compression) of the
methodology in use, which is required for time critical simu-
lations, for example, surgical planning. We also compare the
absolute time usage and scaling factors for this model using
two models of the vessel walls: deformable wall (FSI) and
rigid wall.

In this case, the scaling studies are performed on the near-
petascale system, Intrepid (IBM BG/P system) at ALCF,
ANL. The number of cores covered range from 4,096 to
163,840, i.e., from 1 rack to all 40 racks of BG/P covering
the full system-scale.

One fundamental requirement of scalable finite element
solvers is the balance of the work load on each part. Graph
and hypergraph based partitioning schemes are currently
used as they are more suitable for unstructured mesh calcula-
tions that process irregular structures and connections. Zoltan
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Table 1 The average number of
regions and vertices of a 1.07
billion element mesh of an AAA
model, along with the imbalance
ratios

Num. of parts Ave. num. Rgns Ave. num. vtxs Rgn. imbal. Vtx. imbal.

4,096 (base) 261,667 48,054 1.0549 1.0736

8,192 130,834 24,732 1.0549 1.0841

16,384 65,417 12,822 1.0549 1.0990

32,768 32,708 6,707 1.0549 1.1210

65,536 16,354 3,550 1.0549 1.1719

98,304 10,903 2,465 1.0549 1.2117

131,072 8,177 1,908 1.0549 1.1782

163,840 6,542 1,561 1.0554 1.1950

Table 2 Strong scaling results on an AAA model with rigid wall and with O(109) elements up to 163,840 cores on Intrepid:IBM BG/P (execution
time is measured in seconds)

Intrepid: 1.07B element Eqn. form. Eqn. soln. Total

Num. of core Avg. elem./core Time s-factor Time s-factor Time s-factor

4,096 (base) 261,600 388.68 1 456.24 1 844.92 1

8,192 103,800 194.48 1.00 233.86 0.98 428.34 0.99

16,384 65,400 97.48 1.00 120.90 0.94 218.38 0.97

32,768 32,700 49.01 0.99 62.33 0.91 111.34 0.95

65,536 16,350 24.59 0.99 33.70 0.85 58.29 0.91

98,304 10,900 16.42 0.99 23.56 0.81 39.98 0.88

131,072 8,175 12.37 0.98 18.65 0.76 31.02 0.85

163,840 6,540 10.27 0.95 15.34 0.74 25.61 0.82

hypergraph [3] is utilized in this section to provide balanced
partitions for the finite element solver scaling studies. The
average number of mesh regions and vertices for each parti-
tion along with imbalance ratios are given in Table 1. A wide
range of partitions (with an associated wide range of average
number of elements per part) is considered. Specifically, the
average number of elements per part varies from as high as
above two hundred thousand (required for large simulations
on low processor counts) on a partition with 4,096 parts to
as few as several thousand (useful for time critical runs) on
a partition with 163,840 parts. When a fixed-size problem
is spread to more and more parts, the mesh regions are still
well balanced since we define mesh regions (finite elements)
to be graph nodes (partition objects). However, the vertex
imbalance ratio increases which adversely affects the sca-
lability of the flow solver (equation solution phase). When
the mesh is partitioned to 163,840 parts, the average number
of mesh regions per part is about six thousand and the ver-
tex imbalance goes up to 19.5%. This impacts scaling since
the part with the most vertices has 19.5% more work to do
than the average part in the equation solution phase, which
slows down all the other processors. Methods based on iter-
ative load balancing operations between neighboring parts
are under development to improve the partition and in turn

parallel performance [39]. It is also worth noting that the
average number of vertices per part (column 3 of Table 1)
does not decrease at the same rate as the regions when a
fixed-size problem is spread into more and more parts due to
an increase in mesh vertices shared at inter-part boundaries
which is a second source of degradation to the scaling.

The scaling study of the finite element solver is performed
on Intrepid using all four cores on each compute node, and
allowing one part on each processing-core. A Womersley
velocity profile [37] is applied at the inlet and both rigid
or deformable walls are considered. At the outlets a three-
element Windkessel model [34,35] is applied. As stated
above, this study is meant only to establish the feasibility of
such simulations and therefore involves only 20 time steps.
From experience, we know that this is sufficient to estab-
lish the relative time usage for different partitions. This time
usage is measured and the scaling factor is computed (i.e.,
s_ f actor = tbase × npbase/(ti × npi )) and shown for both
the rigid wall model in Table 2 and for the deformable wall
model in Table 3.

In both tables, we measure the execution time in terms
of equation formation and equation solution so as to under-
stand the effect of partitioning on scaling, specifically due to
the imbalance in mesh vertices. Both tables also provide the
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Table 3 Strong scaling results on an AAA model with FSI and with O(109) elements up to 163,840 cores on Intrepid:IBM BG/P (execution time
is measured in seconds)

Intrepid: 1.07B element Eqn. form. Eqn. soln. Total Percentage of time
on bdry. elem.

Num. of core Avg. elem./core Time s-factor Time s-factor Time s-factor

4,096 (base) 261,600 402.21 1 460.83 1 863.04 1 2.1

8,192 103,800 202.92 0.99 236.28 0.98 439.20 0.99 2.5

16,384 65,400 101.94 0.99 122.67 0.94 224.63 0.96 2.8

32,768 32,700 51.67 0.97 63.03 0.91 114.70 0.94 2.9

65,536 16,350 26.46 0.95 34.05 0.85 60.51 0.89 3.7

98,304 10,900 17.59 0.95 23.82 0.81 41.41 0.88 3.5

131,072 8,175 13.43 0.94 18.85 0.76 32.28 0.84 3.9

163,840 6,540 11.13 0.90 15.35 0.75 26.53 0.81 3.5

scaling factor and execution time (including for both work
components). In the rigid wall simulation, we observe a near-
perfect strong scaling (95% or above) for equation-formation
stage all the way to the full system-scale. On the other hand,
strong scaling for equation-solution stage drops below 90%
at 65,536 cores and onwards. The strong scaling for both
work components together is at 90% or above till 65,536
cores and drops to 82% while using 163,840 cores or all the
40 racks of BG/P in Intrepid. Therefore, with 20 time steps
in this case, each step takes only 1.25 s for an implicit solve
(over 163,840 cores) on an adapted mesh with over 1 billion
elements.

In terms of computational time we see that the deformable
wall simulation only modestly increases the computational
time, e.g., 3.5% in equation formation and 1% in equation
solution on the partition with 4,096 parts. Furthermore, this
work does not harm scalability as can be seen by comparing
the scaling factors where we observe only a slight degrada-
tion in the deformable simulations (0.82 as compared to 0.81
at 160k cores). This is likely due to the boundary element
imbalance since this is where the deformable wall contribu-
tions are calculated. However, the total number of bound-
ary elements is 3.1 million, which is very small compared
to the total number of interior elements (0.29%). Assessing
the imbalance of boundary elements is complicated. On one
hand, it might be viewed as large since, for example, the
average number of boundary element is 192 on the parti-
tion with 16,384 parts while the part with the most bound-
ary elements contains 4,087 boundary elements. This would
seeem to suggest a problem until one realizes that even on
this part, the boundary elements are only 6.7% of the inte-
rior elements. Clearly, even this massive boundary element
imbalance is well sheltered by the relatively larger interior
element integration work because no parallel synchroniza-
tion steps are required between these two work components.
The percentage of time used on boundary element integra-
tion is given in the last column of Table 3. Clearly, while no

attempt was made to balance the work of the boundary ele-
ments explicitly, the modest degradation in scalability of that
work component has a very small impact on the scalability of
the overall flow solve. More sophisticated FSI models will of
course face greater challenges. Specifically, loosely coupled
schemes will likely have to take greater care that each com-
ponent is well balanced if separate solves are performed on
each component (introducing a communication barrier that
prevents the sheltering described above). Still, so long as the
volume integration work dominates, the prospects are good.

5 Conclusions

Cardiovascular simulation is advancing rapidly to include
more physiologically realistic geometry, boundary condi-
tions, and coupled structural response. A framework to
address these issues was described and demonstrated on
two problems. While neither application was presented as
a complete physiological study, both provided demonstra-
tions of the future potential for “extreme scale” computing.
Specifically, the “whole body” simulation demonstrated the
potential for anisotropic adaptivity to match local solution
resolution needs and provide a dramatic reduction in com-
putational effort relative to isotropic meshing approaches.
The AAA case further demonstrated that, as compute core
counts continue to climb, not only can much larger prob-
lems be solved but the solution time can also be dramatically
compressed if the solver can scale to very large core count
with a modest number of elements per processor. This was
demonstrated not only for rigid wall simulations but also for
deformable wall simulations for the first time.
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