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Abstract

In three-dimensional blood flow simulations of the cardiovascular system, velocity and pressure fields in the computational domain are highly affected by outlet boundary conditions. This fact has motivated the development of novel methods to couple three-dimensional computational domains with one-dimensional numerical models or, alternatively, with zero-dimensional or one-dimensional analytic models. In all such methods described to date, whether they are explicit or implicit, the relationship between flow and pressure at the outlet boundary is enforced weakly. This coupling does not include any constraints on the shape of the velocity profiles nor on the distribution of pressure at the interface. As a result, there remain some classes of problems that are, at best, difficult to solve, and at worst, intractable, with current numerical methods for simulating blood flow. These include problems with significant flow reversal during part of the cardiac cycle or geometric complexity in the proximity of the outlet of the computational domain. We have implemented a novel method to resolve these challenging problems whereby an augmented Lagrangian method is used to enforce constraints on the shape of the velocity profile at the interface between the upstream computational domain and the downstream analytic domain. These constraints on the shape of the velocity profile are added to the Coupled Multidomain Method in order to implicitly couple the computational domain with downstream analytic models. In this study, an axisymmetric profile is imposed after ensuring that each constrained outlet boundary is circular. We demonstrate herein that including constraints on the shape of the velocity profile does not affect velocity and pressure fields except in the immediate vicinity of the constrained outlet boundaries. Furthermore, this new method enables the solution of problems which diverged with an unconstrained method.
flow structures propagate to the outlet boundary due to vessel curvature or branches immediately upstream of the outlet boundary. This problem can often be resolved by artificially extending the vessel with a long, straight segment. Yet, the addition of this segment creates an artificial and non-physiologic part in the computational domain and can cause a significant part of the computational domain to reside in regions of no interest. The second challenge occurs in modeling problems including branches off of the arch of the aorta, the infra-renal segment of the aorta, and the lower extremity vessels due to significant retrograde flow through these vessels during part of the cardiac cycle [45]. As flow is drawn back into the computational domain from the downstream analytic models, the velocity distribution at the interface becomes irregular and, in many cases, results in a divergence of the simulation.

These challenges occur because outlet boundary conditions which involve coupling between a three-dimensional domain and a zero-dimensional or one-dimensional model, including the Coupled Multidomain Method, generally impose weak relationships between flow and pressure at each interface. This coupling does not include any constraints on the shape of velocity profiles nor on the pressure distribution at the interface. Yet, zero-dimensional and one-dimensional models are derived based on an assumed shape of the velocity profile and the assumption of uniform pressure over the cross section [5,20,55]. Therefore, the coupling of the three-dimensional domain and a zero-dimensional or one-dimensional model is not consistent if the three-dimensional domain has no constraints on the shape of the velocity profiles and pressure distribution at the interface.

There have been studies to resolve challenges associated with outlet boundary conditions in computational hemodynamics. Formaggia et al. [9] implemented a total pressure boundary condition by constructing a special formulation of the Navier–Stokes equations. The total pressure boundary condition controls the energy flux entering and exiting the computational domain, thus, stabilizes fluid dynamics problems by setting energy bounds. However, this approach requires an unconventional formulation of the Navier–Stokes equations and it remains to be seen whether it will address all of the numerical difficulties associated with complex flows at boundaries.

In this paper, we add constraints on the shape of velocity profiles to the formulation of the Coupled Multidomain Method. These additional constraints can be readily implemented in flow solvers that use standard formulations of the Navier–Stokes equations. Additionally, by constraining the shape of velocity profiles, we achieve consistent coupling between the three-dimensional domain and a zero-dimensional or one-dimensional model.

In finite element methods, constraints are generally enforced using penalty methods or Lagrange multiplier methods [21]. Both of these methods are used in a variety of applications, among them, to enforce incompressibility in a computational domain or mass flux through the boundary [8,11,31,50]. An augmented Lagrangian method enforces constraints using both penalty and Lagrange multiplier methods, and can be used to achieve faster convergence and enforce constraints more strongly [12,15,17,35,39]. To our knowledge, penalty methods, Lagrange multiplier methods, and augmented Lagrangian methods have not been applied in computational fluid dynamic studies to enforce constraints on the shape of velocity profiles. We utilize an augmented Lagrangian method to weakly enforce the shape of velocity profiles at outlet boundaries. By constraining the shape of velocity profiles, we obtain solutions of problems which diverged with an unconstrained method.

This paper is organized as follows. First, we present the derivation of an augmented Lagrangian method for constraining the shape of velocity profiles of outlet boundaries and describe constraint and velocity profile functions. We then demonstrate this method by applying it to simulate blood flow in a straight cylindrical model and a subject-specific abdominal aorta model and show that this new method does not affect velocity and pressure except in the immediate vicinity of the outlet boundary. We next use an idealized aortic bifurcation model to illustrate that this method can be used to truncate branch vessels very close to a vessel of interest. Finally, we demonstrate the utility of this method by using it to compute pulsatile flow in a subject-specific thoracic aorta model where there is significant retrograde flow during early diastole.

2. Methods

2.1. Governing equations (strong form)

Blood flow in the large vessels of the cardiovascular system can be approximated as the flow of an incompressible Newtonian fluid [34] in domain $\Omega \in \mathbb{R}^{3\times m}$ where $n_{\Omega}$ is the number of spatial dimensions. Boundary $\Gamma$ of spatial domain $\Omega$ is split into Dirichlet partition $\Gamma_{D}$ and Neumann partition $\Gamma_{N}$ such that $\Gamma = \partial \Omega = (\Gamma_{D} \cup \Gamma_{N})$ and $\Gamma_{D} \cap \Gamma_{N} = \emptyset$.

The three-dimensional equations of an incompressible Newtonian fluid consist of the three momentum balance equations and the continuity equation with suitable boundary and initial conditions:

\[
\begin{align*}
\rho \ddot{\mathbf{v}} + \rho \mathbf{v} \cdot \nabla \mathbf{v} &= -\nabla p + \frac{\partial}{\partial t} \mathbf{f}, \\
\nabla \cdot \mathbf{v} &= 0,
\end{align*}
\]

where $\mathbf{v} = (v_x, v_y, v_z)$ and pressure $p$. Density $\rho$ and viscosity $\mu$ of the fluid are assumed to be constant. $\mathbf{f}$ is the external body force.

Constraint functions are designed to enforce a shape of the velocity profile on a part of Neumann partition $\Gamma_{N}$. For each constrained face $\Gamma_{h_k}$, where $\Gamma_{h_k} \subseteq \Gamma_{N}$, the following constraint functions are imposed:

\[
\begin{align*}
c_{k_1}(\tilde{v}(\mathbf{x}, t), \mathbf{x}) &= \alpha_{k} \int_{\Gamma_{h_k}} (\frac{\partial}{\partial t} \tilde{v}(\mathbf{x}, t) \cdot \mathbf{n} - \Phi_1(\tilde{v}(\mathbf{x}, t), \mathbf{x}, t))^2 ds = 0, \\
c_{k_2}(\tilde{v}(\mathbf{x}, t), \mathbf{x}) &= \alpha_{k} \int_{\Gamma_{h_k}} (\frac{\partial}{\partial t} \tilde{v}(\mathbf{x}, t) \cdot \mathbf{t}_i)^2 ds = 0, \\
c_{k_3}(\tilde{v}(\mathbf{x}, t), \mathbf{x}) &= \alpha_{k} \int_{\Gamma_{h_k}} (\frac{\partial}{\partial t} \tilde{v}(\mathbf{x}, t) \cdot \mathbf{t}_j)^2 ds = 0 \quad \text{for } k = 1, \ldots, n_c, \quad \mathbf{x} \in \Gamma_{h_k}.
\end{align*}
\]

Here, $n_c$ is the number of faces where the constraints on the shape of the velocity profile are enforced, and $\Phi_{n}(\tilde{v}(\mathbf{x}, t), \mathbf{x})$ is the desired shape of the normal velocity profile. Note that although the shape of the velocity profile is constant, the velocity profile itself changes as the flow rate at face $\Gamma_{h_k}$ changes. Here, $\mathbf{n}$ is the unit normal vector of face $\Gamma_{h_k}$, $\mathbf{t}_i$ and $\mathbf{t}_j$ are unit in-plane vectors that are orthogonal to each other and to the unit normal vector $\mathbf{n}$ at face $\Gamma_{h_k}$. $\alpha_k$ is used to nondimensionalize the constraint functions:

\[
\alpha_k = \frac{\int_{\Gamma_{h_k}} ds}{Q_{c}^2},
\]
where $Q_k$ is the mean flow of face $I_{h_k}$.

The instability occurring in blood flow simulations with retrograde flow can be explained with a classical stability analysis derived from the Navier–Stokes equations:

$$
\frac{\partial}{\partial t} \int_{\Omega} \left( \vec{v} \cdot \nabla \vec{v} \right) d\Omega + \int_{\Omega} \nabla \vec{p} \cdot \tau d\Omega = \int_{\partial \Omega} \left( \rho \frac{\partial \vec{v}}{\partial t} \right) \cdot n d\Gamma + \int_{\partial \Gamma} \left( \rho \frac{\partial \vec{v}}{\partial t} \right) \cdot n d\Gamma,
$$

$$
\text{where } \vec{v} = \frac{\nabla}{\partial t} \vec{v}, \quad \tau = \nabla \vec{p} \cdot \nabla \vec{v}.
$$

To stabilize this destabilizing term, we need to bound $\vec{v}_h$, $\vec{p}_h$, $\vec{v}_t$, and $\vec{v}_n$. The continuity equation controls the total flux through the boundaries, thus controlling the magnitude of $\vec{v}$. However, this control is not strong enough to stabilize the problems in blood flow simulations as it controls the total flux, not the flux through each boundary. The constraint function $c_{h_k}$ controls normal velocity components of each boundary providing stronger constraints on the boundary flux. The continuity equation and the constraint function $c_{h_k}$ together control the magnitudes of $\vec{v}_h$, $\vec{p}_h$, and $\vec{v}$. The other two constraint functions $c_{k_2}$ and $c_{k_3}$ minimize in-plane velocity components, and thus bound $\vec{v}_t$ and $\vec{v}_n$. Therefore, our proposed method stabilizes the instability that can arise with retrograde flow.

2.2. Governing equations (weak form)

The trial solution and weighting function spaces for the semidiscrete formulation of the momentum balance, continuity, and constraint equations are defined as follows:

$$
\mathcal{V} = \left\{ \hat{v}(\cdot,t) \in H^1(\Omega)^n, \right. \left. t \in [0,T] \right\},
$$

$$
\mathcal{W} = \left\{ \hat{w}(\cdot,t) \in H^1(\Omega)^m, \right. \left. t \in [0,T] \right\},
$$

$$
\mathcal{W} = \left\{ \hat{w}(\cdot,t) \in \mathcal{V}, \right. \left. t \in [0,T] \right\},
$$

$$
\mathcal{X} = \left\{ \hat{x}(\cdot,t) \in (L^2(0,T))^n, \right. \left. t \in [0,T] \right\},
$$

$$
\hat{x}_k(t_1), \hat{x}_k(t_2), \ldots, \hat{x}_k(t_n) \in (L^2(0,T))^n,
$$

where $\hat{x}_k$ are added for the augmented Lagrangian approach. Regularization parameters such that $|\sigma_{h_k}| < 1$.

Here, $H^1(\Omega)$ represents the Sobolev space of functions which are square-integrable in $\Omega$ and whose first derivatives are also square-integrable in $\Omega$. $L^2(0,T)$ represents the Hilbert space of functions that are square-integrable in time $(0,T)$. $n_{\text{ad}}$ is the number of spatial dimensions and is assumed to be three. $\vec{g}$ is the assigned Dirichlet boundary condition and $\hat{z}_{\text{ad}}(t)$ and $\hat{\vec{g}}_{\text{ad}}(t)$ are the Lagrange multipliers and the test functions of the Lagrange multipliers, respectively. Penalty numbers $\hat{K}_k$ are added for the augmented Lagrangian method. Use of both penalty and augmentation methods is important in the case of flow in complex geometries. Incompressible behavior in elasticity theory is regularized by replacing it with slightly compressible behavior, in which case the Lagrange multipliers play the role of pressure and the regularization parameters play the role of an artificial compliance. Analogously, the regularization parameters can be considered a normalized artificial velocity and the Lagrange multipliers a normalized artificial force.

The weak form becomes:

$$
B_{\text{L}}(\vec{w} \cdot q, \hat{x}_1, \ldots, \hat{x}_n) \left[ \frac{\partial \vec{u}}{\partial x} + \vec{L}(\vec{u}) \right] = 0,
$$

$$
\text{where } \vec{L}(\vec{u}) = \int_{\Omega} \left( \nabla \cdot \rho \nabla \vec{u} \right) d\Omega + \int_{\partial \Omega} \left( \rho \frac{\partial \vec{u}}{\partial t} \right) \cdot n d\Gamma.
$$

This formulation can be considered a traditional Galerkin weak form in addition to new constraint terms that are obtained by the minimization of the following terms on a portion of the Neumann boundary:

$$
\text{minimize } \int_{\Omega} \left( \nabla \cdot \rho \nabla \vec{u} \right) d\Omega + \int_{\partial \Omega} \left( \rho \frac{\partial \vec{u}}{\partial t} \right) \cdot n d\Gamma,
$$

$$
\text{where } \hat{K}_k \cdot \hat{x}_k = 0.
$$

(8)

(9)
2.3. Velocity profile function

The shape of the normal velocity profile of outlet boundary \(\Gamma_{h_0}\) is determined by the function \(\phi_k(\tilde{v}(\tilde{x}, t), \tilde{x}, t)\). Function \(\phi_k(\tilde{v}(\tilde{x}, t), \tilde{x}, t)\) is a function of the flow rate and the prescribed shape of the normal velocity profile. In this function, the flow rate is unknown and is derived through the interactions between the three-dimensional domain and the downstream domains. However, the shape of the velocity profile, \(\phi_k\), can be determined once the geometry of the constrained surface is known. Thus, function \(\phi_k(\tilde{v}(\tilde{x}, t), \tilde{x}, t)\) can be determined using the known profile function \(\phi_k\) and an unknown flow rate. Profile function \(\phi_k\) is scaled depending on the resulting flow rate:

\[
\Phi_k(\tilde{v}(\tilde{x}, t), \tilde{x}, t) = \frac{\int_{\Gamma_{h_0}} \tilde{v} \cdot \tilde{n} ds}{\int_{\Gamma_{h_0}} ds} \phi_k(\tilde{x}, t). 
\]

For the vessel wall boundary, the Coupled Momentum Method can be utilized to model the fluid–solid interaction between blood flow and elastic vessel walls [6].

For the geometry and pulsatility of the inflow for the problem. The comparison of inlet pressure waveforms of a straight cylindrical model with a Womersley inlet velocity and impedance outlet boundary conditions for simulations with and without constraints on the shape of the outlet velocity profile.

In this study, we ensure that the boundary face is circular and impose an axisymmetric profile function [20] as the following:

\[
\phi(r) = \frac{n + 2}{n} \left( 1 - \left( \frac{r}{R} \right)^n \right),
\]

where \(n\) is an integer greater than one, \(r\) is the distance between a point on the face and the center and \(R\) is the radius of the face. Note that when \(n = 2\), the profile function is parabolic. The order of the profile function can be optimized to give a minimal difference between the profile function and a Womersley profile [55] based on the geometry and pulsatility of the inflow for the problem. The assumption of circular faces and the above choice of profile function were made without loss of generality.

![Fig. 2. Comparison of inlet pressure waveforms of a straight cylindrical model with a Womersley inlet velocity and impedance outlet boundary conditions for simulations with and without constraints on the shape of the outlet velocity profile.](image)

![Fig. 1. Velocity profiles at five different axial locations for five different time points of a straight cylindrical model with a Womersley inlet velocity and impedance outlet boundary conditions. Note that for all axial locations except the outlet, the velocity profiles for the unconstrained and constrained solutions are indistinguishable.](image)
2.4. Finite element discretization

In this study, we employ a stabilized semi-discrete finite element method, based on the ideas developed in Brooks and Hughes [2], Franca and Frey [13], Taylor et al. [48], and Whiting et al [54]. The discrete trial solution and weighting function spaces for the semi-discrete formulation are as follows:

![Graph showing wall shear stress and oscillatory shear index](image)

Fig. 3. Comparison of mean wall shear stress and oscillatory shear index of a straight cylindrical model with a Womersley inlet velocity and impedance outlet boundary conditions for simulations with and without constraints on the shape of the outlet velocity profile. For simulations with constraints, different profile orders of $n = 2, 5, 8$ are used.

![Graph showing flow rate and time](image)

Fig. 4. Boundary conditions for a subject-specific abdominal aorta model. A Womersley velocity profile is prescribed at the inlet (A). At the outlet boundaries, impedance boundary conditions are prescribed. The impedance spectra shown in panels (B)–(F) are generated from a three-element Windkessel model. Note that impedance modulus and phase are shown from 0 to 20 Hz.
\[ \mathcal{S}^m = \left\{ \tilde{w} \in H^1(\Omega)^n, t \in [0, T]; \tilde{w}|_{\partial \Omega} \in \mathcal{P}_m(\partial \Omega)^n, \tilde{w}(., t) = \tilde{g} \text{ on } \Gamma_g \right\}, \]

\[ \mathcal{W}^m = \left\{ w \in H^1(\Omega)^n, t \in [0, T]; w|_{\partial \Omega} \in \mathcal{P}_m(\partial \Omega)^n, \tilde{w}(., t) = 0 \text{ on } \Gamma_h \right\}, \]

\[ \mathcal{P}_m = \left\{ p \in H^1(\Omega), t \in [0, T]; p|_{\partial \Omega} \in \mathcal{P}_m(\partial \Omega), \tilde{w}(., t) = 0 \text{ on } \Gamma_h \right\}, \]

\[ \mathcal{W}_d = \mathcal{W}^m \cap \mathcal{P}_m, \]

\[ \mathcal{S}^m = \mathcal{P}_m \cap \mathcal{W}_d. \]

Regularization parameters such that
\[ \delta_k \in \mathcal{W}_d, \] such that
\[ \beta_k \in \mathcal{W}_d. \]

\[ \beta_k = \mathcal{P}_m \cap \mathcal{W}_d. \]

The Galerkin formulation of the problem:

Find \( \tilde{u} \in \mathcal{S}^m, p \in \mathcal{P}_m \) and \( \tilde{w}_1, \tilde{w}_2, \ldots, \tilde{w}_n \in (L^2(0, T))^n \) such that for any \( \tilde{w} \in \mathcal{W}_d, q \in \mathcal{P}_m \) and \( \delta \tilde{w}_1, \delta \tilde{w}_2, \ldots, \delta \tilde{w}_n \in (L^2(0, T))^n \) the following is satisfied:

\[ B_c(\tilde{w}, q, \delta \tilde{w}_1, \ldots, \delta \tilde{w}_n; \tilde{u}, p, \tilde{w}_1, \ldots, \tilde{w}_n) \]

\[ = \int_a \left\{ \tilde{w} \cdot (\rho \tilde{u} \frac{\partial \tilde{w}}{\partial t} + \rho \tilde{p} \frac{\partial \tilde{x}}{\partial x} - \nabla \tilde{w} : (-p 1 + \tau)) \right\} dx \]

\[ - \int_a \nabla q \cdot \tilde{v} dx - \int_a \tilde{w} \cdot (M_a(\tilde{w}, \tilde{p}) + H_{nsd}) \cdot \tilde{w} ds + \int_a q d(\tilde{w}, \tilde{p}) \]

\[ + H_{nsd} \cdot \tilde{w} ds + \int_a p \tilde{v} dx \]

\[ = \sum \delta \tilde{w}_k \cdot (\sigma u \tilde{u} \frac{\partial \tilde{x}}{\partial \tilde{t}} - \delta \tilde{c}_u(\tilde{w}, \tilde{p}, \tilde{x}, \tilde{t})) + \sum \delta \tilde{w}_k \cdot (\sigma u \tilde{u} \frac{\partial \tilde{x}}{\partial \tilde{t}} - \tilde{c}_u(\tilde{w}, \tilde{p}, \tilde{x}, \tilde{t})) \]

\[ + \sum \delta \tilde{w}_k \cdot c_u(\tilde{w}, \tilde{p}, \tilde{x}) \delta \tilde{c}_u(\tilde{w}, \tilde{p}, \tilde{x}, \tilde{t}) = 0. \]

The Stabilized formulation is:

Find \( \tilde{u} \in \mathcal{S}^m, p \in \mathcal{P}_m \) and \( \tilde{w}_1, \tilde{w}_2, \ldots, \tilde{w}_n \in (L^2(0, T))^n \) such that for any \( \tilde{w} \in \mathcal{W}_d, q \in \mathcal{P}_m \) and \( \delta \tilde{w}_1, \delta \tilde{w}_2, \ldots, \delta \tilde{w}_n \in (L^2(0, T))^n \) the following is satisfied:

**Fig. 5.** Through-plane velocity contours at infra-celiac, supra-renal, infra-renal, mid-aorta, and supra-bifurcation locations of a subject-specific abdominal aorta model with measured inlet flow and impedance outlet boundary conditions. Results are shown for these five axial locations at three time points for simulations without (rows 1, 3, 5) and with (rows 2, 4, 6) constraints on the shape of the outlet velocity profiles.
With no constraints: above
With outlet constraints: below
Legend: velocity magnitude (cm/s)

Fig. 6. In-plane velocity vectors and magnitude at infra-celiac, supra-renal, infra-renal, mid-aorta, and supra-bifurcation locations of a subject-specific abdominal aorta model with a measured inlet flow and impedance outlet boundary conditions. Results are shown for these five axial locations at three time points for simulations without (rows 1, 3, 5) and with (rows 2, 4, 6) constraints on the shape of the outlet velocity profiles.

\[
\begin{align*}
\mathbf{B}_C^i(\mathbf{\bar{w}}, q, \delta \mathbf{x}_1, \ldots, \delta \mathbf{x}_n; \mathbf{\bar{v}}, p, \mathbf{\bar{x}}_1, \ldots, \mathbf{\bar{x}}_n) &= \mathbf{B}_C(\mathbf{\bar{w}}, q, \delta \mathbf{x}_1, \ldots, \delta \mathbf{x}_n; \mathbf{\bar{v}}, p, \mathbf{\bar{x}}_1, \ldots, \mathbf{\bar{x}}_n) \\
&\quad + \sum_{i=1}^{n_c} \int_{\Gamma_i} \left\{ \left( \mathbf{\bar{v}} \cdot \nabla \right) \mathbf{\bar{w}} - \tau_m \mathbf{\bar{v}} \mathbf{\bar{v}} + \nabla \cdot \mathbf{\bar{w}} \tau_c \nabla \cdot \mathbf{\bar{v}} \right\} \, d\mathbf{x} \\
&\quad + \sum_{i=1}^{n_c} \int_{\Gamma_i} \left\{ \mathbf{\bar{w}} \cdot \left( \rho \mathbf{\bar{v}} \cdot \nabla \mathbf{\bar{v}} \right) + \left( \mathbf{\bar{v}} \mathbf{\bar{v}} \mathbf{\bar{v}} + \nabla \nabla \right) \mathbf{\bar{w}} - \left( \tau_v \mathbf{\bar{v}} \mathbf{\bar{v}} + \nabla \mathbf{\bar{v}} \right) \cdot \mathbf{\bar{v}} \mathbf{\bar{v}} \right\} \, d\mathbf{x} \\
&\quad + \sum_{i=1}^{n_c} \int_{\Gamma_i} \nabla q \cdot \mathbf{\bar{v}} \nabla \, d\mathbf{x} = 0, \\
\end{align*}
\]

where \( \mathbf{\bar{v}} = \rho \mathbf{\bar{v}} + \rho \mathbf{\bar{v}} \cdot \nabla \mathbf{\bar{v}} + \nabla p - \nabla \cdot \mathbf{\bar{f}} \) and \( \mathbf{\bar{v}} = -\nabla \mathbf{\bar{p}} \mathbf{\bar{v}} \mathbf{\bar{v}}\). The stabilization parameters are defined as follows:

\[
\begin{align*}
\tau_m &= \frac{1}{\sqrt{(2c_1/\Delta t)^2 + \nabla \cdot \mathbf{\bar{v}}}} \quad \text{and} \quad \tau_c = \frac{\rho c_c}{8 \tau_m (q / k_1)} \quad \text{and} \quad \tau = \frac{\tau_m \sqrt{q / k_1}}{\sqrt{q / k_1}}. \\
\end{align*}
\]

Here, \( c_1 \) and \( c_2 \) are constants derived from the one-dimensional scalar model problem of the advection–diffusion equation, \( C_m \), is a scale factor for \( \tau_c \), and \( q \) is the covariant metric tensor:

\[
q = (\zeta, \tilde{\zeta}) (\tilde{\zeta}, \zeta). \\
\]

2.5. Linearization and time integration algorithms

We can separate the residuals defined in Eq. (16) into momentum, continuity and Lagrange multiplier residuals as follows:

\[
\begin{align*}
\mathbf{R}_m = \int_\Omega \left\{ \mathbf{\bar{w}} \cdot \left( \rho \mathbf{\bar{v}} + \rho \mathbf{\bar{v}} \cdot \nabla \mathbf{\bar{v}} - \mathbf{\bar{f}} \right) + \nabla \mathbf{\bar{w}} : \left( - p I + \mathbf{\bar{t}} \right) \right\} \, d\mathbf{x} \\
&\quad - \sum_{i=1}^{n_c} \int_{\Gamma_i} \mathbf{\bar{w}} \cdot \left( M_n(\mathbf{\bar{v}}, p) + H_n \right) \cdot \mathbf{n} \, d\mathbf{x} \\
&\quad - \sum_{i=1}^{n_c} \sum_{k=1}^{n_c} \lambda_{kd} \cdot \mathbf{\bar{w}} \cdot \left( \nabla \mathbf{\bar{v}} + \mathbf{\bar{v}} \mathbf{\bar{v}} \right) + \sum_{k=1}^{n_c} \sum_{k=1}^{n_c} K_{kd} \cdot \mathbf{\bar{v}} \cdot \mathbf{\bar{v}}. \\
\end{align*}
\]
\[ + \sum_{t=1}^{n} \int_{\mathcal{T}} \left\{ (\hat{\nu} \cdot \nabla) \hat{w} \cdot \nabla (\hat{\nu} \cdot \hat{v}) + \nabla \cdot \hat{w} \right\} dx \\
+ \sum_{t=1}^{n} \int_{\mathcal{T}} \left\{ \hat{w} \cdot (\hat{p} \cdot \nabla) \hat{v} + (\hat{\nu} \cdot \nabla) \hat{w} + (\hat{\nu} \cdot \hat{v}) \hat{w} \right\} dx = 0, \]

(19)

\[ R_c = - \int_{\Omega} \nabla q \cdot \hat{v} d\Omega + \int_{\Omega} \hat{q} (\hat{M} \cdot (\hat{v}, p) + \hat{R}_c) d\Omega + \int_{\Omega} q \hat{v} d\Omega 
+ \sum_{t=1}^{n} \int_{\mathcal{T}} \nabla q \cdot \frac{\tau_n}{\rho} \hat{v} d\mathcal{T} = 0. \]

(20)

\[ R_c = \sum_{k=1}^{n} \lambda_{kt} \delta_{kt} + \sum_{k=1}^{n} \lambda_{kt} \delta_{kt} (\sigma_{kt} \delta_{kt} - C_0 (\hat{v}, \hat{w}, t)) = 0. \]

(21)

Linearization of the residuals with respect to increments in velocity, pressure and Lagrange multipliers results in the following system of linear algebraic equations:

\[ \begin{bmatrix} \partial R_c \\ \partial R_p \\ \partial \lambda \end{bmatrix} = \frac{\partial R_c}{\partial \Delta \hat{v}} = 0. \]

Furthermore, the momentum residuals linearized with the increments of Lagrange multipliers are identical to the Lagrange multiplier residuals linearized with the increments of velocity, thus, the following holds:

\[ \frac{\partial R_m}{\partial \Delta \hat{v}} = \left( \frac{\partial R_m}{\partial \hat{v}} \right)^T. \]

We can write the system of linear algebraic equations as follows:

\[ \begin{bmatrix} K & -D^T & L^T \\ D & C & 0 \\ L & 0 & M \end{bmatrix} \begin{bmatrix} \Delta \hat{P}_{m+1} \\ \Delta \hat{P}_{p+1} \\ \Delta \lambda_{t+1} \end{bmatrix} = \begin{bmatrix} -R_m \\ -R_{p} \\ -R_{c} \end{bmatrix}, \]

(23)

where \( \Delta \hat{P}_{m+1} = \frac{\Delta \hat{P}_{m}}{\gamma} \) and \( \Delta \lambda_{t+1} = \frac{\Delta \lambda_{t}}{\gamma} \). \( \gamma \) is a parameter of a Generalized-\( \alpha \) method [4,22]. Also, \( K \approx \frac{\partial R_m}{\partial \hat{v}} \), \( D \approx \frac{\partial R_p}{\partial \hat{v}} \), \( C \approx \frac{\partial \lambda}{\partial \Delta \hat{v}} \), \( L \approx \frac{\partial R_c}{\partial \hat{v}} \), and \( M \approx \frac{\partial \lambda}{\partial \Delta \hat{v}} \).

The increments of Lagrange multipliers can be computed either simultaneously with the increments of velocity and pressure or decoupled from the system of equations if the same numerical values for regularization parameters \( \delta_{ti} \) are used for all the constrained outlets where the matrix \( M \) reduces to an identity matrix with scaling constant \( \epsilon (M = \epsilon I) \) where \( \epsilon = 2 \alpha \gamma \sigma \), thus making \( \sigma \) a single regularization parameter.

Using the latter approach, we decouple the increments of the Lagrange multipliers from the system of equations (23) and solve for the increments of velocity and pressure only. We can rewrite the system of equations (23) as the following:

\[ \begin{bmatrix} \hat{R} & \hat{L}^T \\ \hat{L} & \hat{C} \end{bmatrix} \begin{bmatrix} \Delta \hat{d}_{m+1} \\ \Delta \hat{d}_{p+1} \end{bmatrix} = \begin{bmatrix} \hat{R} \\ \hat{L} \end{bmatrix}, \]

where \( \hat{R} = \begin{bmatrix} K & -D^T \\ D & C \end{bmatrix}, \), \( \hat{L} = \begin{bmatrix} L & 0 \end{bmatrix} \). \( R_c \) is not included here.

\[ \Delta \lambda_{t+1} = \frac{\Delta \hat{V}_{t}}{\partial \hat{d}_{m+1}} = \hat{R} \lambda_{t+1}, \quad t = [L \ 0]. \]

(24)

As explained above, the regularization terms are introduced in order to circumvent the formulation of an ill-conditioned system of equations [24]. We can express the increments of the Lagrange multipliers as a function of the increments of velocity and pressure as follows:

\[ \Delta \lambda_{t+1} = \frac{1}{\epsilon} (R_m - \lambda \Delta \hat{d}_{m+1}). \]

(25)

Now, we can solve for the increments of velocity and pressure only by using the following system of equations:

\[ \begin{bmatrix} \hat{R} & \hat{L}^T \\ \hat{L} & \hat{C} \end{bmatrix} \Delta \hat{d}_{m+1} = \begin{bmatrix} \hat{R} \\ \hat{L} \end{bmatrix}, \]

(26)

This system of equations is solved using two sequential linear iterative methods: the Conjugate Gradient method (CG) and a matrix-free Generalized Minimal RESidual method (GMRES). When computing preconditioning for these two linear iterative methods, additional contributions due to the constraints are considered by adding absolute values of the diagonal components of these additional terms. In the CG method step, approximate pressure values are obtained by solving a discrete pressure Poisson equation [16,54]. Then, using the GMRES method, accurate velocity and pressure values are computed. This algorithm has demonstrated excellent scalability even with the addition of constraint equations. We advance the solutions in time using a Generalized-\( \alpha \) method for velocities [4,22] and a Backward Euler method for pressure and
Lagrange multipliers [22]. The steps of the linearization and time stepping algorithms are summarized below.

1. Set initial conditions: \( \tilde{p}(\tilde{x}, t_0), p(\tilde{x}, t_0), \tilde{x}_k(t_0) \) where \( k = 1, \ldots, n_c \).
2. Time step loop: from \( t_n \) to \( t_{n+1} \) where \( n = 0, 1, \ldots, N - 1 \). Nonlinear iteration loop: from \( i = 0, 1, \ldots, I_{\text{max iteration}} - 1 \).
   (a) Predictor phase
   \[
   \begin{align*}
   \tilde{v}_{k,n+1}^{(0)} &= \tilde{v}_n, \quad \tilde{p}_{k,n+1}^{(0)} = \gamma - 1 \tilde{p}_n, \\
   p_{n+1}^{(0)} &= p_n, \quad \tilde{p}_{k,n+1}^{(0)} = 0, \\
   \lambda_{k,n+1}^{(0)} &= \lambda_n, \quad \tilde{\lambda}_{k,n+1}^{(0)} = 0.
   \end{align*}
   
   (b) Multi-corrector phase
   \[
   \begin{align*}
   \tilde{v}_{k,n+1}^{(i+1)} &= \tilde{v}_n + \lambda_n(\tilde{p}_{k,n}^{(i)} - \tilde{p}_n), \quad \tilde{p}_{k,n+1}^{(i+1)} = \tilde{p}_n + \lambda_n(\tilde{v}_{k,n}^{(i)} - \tilde{v}_n), \\
   p_{n+1}^{(i+1)} &= p_n + (p_{n+1}^{(0)} - p_n), \quad p_{k,n+1}^{(i+1)} = 0, \\
   \lambda_{k,n+1}^{(i+1)} &= \lambda_n + (\lambda_{k,n}^{(i)} - \lambda_n), \quad \tilde{\lambda}_{k,n+1}^{(i+1)} = 0.
   \end{align*}
   
   (c) Linear solver: solve for \( \Delta \tilde{v}_{k,n+1}^{(i+1)} = \begin{bmatrix} \Delta \tilde{v}_{k,n+1}^{(i+1)} \\ \Delta \tilde{p}_{k,n+1}^{(i+1)} \end{bmatrix} \) and \( \Delta \lambda_{k,n+1}^{(i+1)} \)
   
   (i) Solve \( (\mathbf{K} - \frac{1}{\tau} \mathbf{D}) \Delta \tilde{d}_{k,n+1} = -\tilde{R}_{|_{k,n+1}} + \frac{1}{\tau} \mathbf{R}_{|_{k,n+1}} \)
   
   A. Compute preconditioning
   B. CG method: solve for \( \Delta \tilde{v}_{k,n+1}^{(i+1)} \) using a discrete pressure Poisson equation [16,54]
   C. GMRES method: solve for \( \Delta \tilde{v}_{k,n+1}^{(i+1)} \) using \( (\mathbf{K} - \frac{1}{\tau} \mathbf{D}) \Delta \tilde{d}_{k,n+1} = -\tilde{R}_{|_{k,n+1}} + \frac{1}{\tau} \mathbf{R}_{|_{k,n+1}} \)
   
   (ii) Update \( \Delta \tilde{d}_{k,n+1} \) using \( \Delta \tilde{d}_{k,n+1} = \frac{1}{\tau}(-\tilde{R}_{|_{k,n+1}} - \mathbf{E} \Delta \tilde{d}_{k,n+1}) \)

3. Update phase
\[
\begin{align*}
\tilde{v}_{k,n+1}^{(i+1)} &= \tilde{v}_{k,n}^{(i)} + \gamma \Delta \tilde{v}_{k,n+1}^{(i+1)} + \tilde{v}_{k,n+1}^{(i)} - \tilde{v}_{k,n+1}^{(i)} + \Delta \tilde{v}_{k,n+1}^{(i+1)} , \\
p_{n+1}^{(i+1)} &= p_{n+1}^{(0)} + \gamma \Delta \tilde{v}_{k,n+1}^{(i+1)} , \\
p_{k,n+1}^{(i+1)} &= p_{k,n+1}^{(0)} + \gamma \Delta \tilde{v}_{k,n+1}^{(i+1)} .
\end{align*}
\]

3. Results

For the simulations presented here, we assumed blood can be approximated as an incompressible Newtonian fluid with a density of 1.06 g/cm³ and a dynamic viscosity of 0.04 g/cm s. Furthermore, we assumed that the vessels are rigid and enforced the no-slip condition at the luminal surface. We utilized anisotropic finite element mesh generation techniques with refinement on exterior surfaces and five boundary layers [37]. The solutions were run until the relative pressure fields and the relative Lagrange multipliers did not change more than 1.0% compared to the solutions from the previous cardiac cycle.

For the inlet boundary conditions, we assigned Womersley velocity profiles derived from flow rate data obtained using cine phase-contrast magnetic resonance imaging (cine PC-MRI). For the outlets, we prescribed impedance spectra generated either from fractal networks of linear elastic vessels [32,41] or from three-element Windkessel models. For the simulations with sub-
ject-specific computer models, a target flow distribution to each outlet was determined based on experimental measurements and literature data [19,30,57]. Impedance spectra were adjusted to match this target flow distribution and the measured brachial pulse pressure by adjusting the parameter values of the three-element Windkessel models [26,42]. Outlet velocity profile shapes will be chosen to match the shape of the inlet profile.

3.1. A comparison study using a straight cylindrical model

We first applied this method to a straight cylindrical blood vessel model which represents the abdominal aorta of a normal subject. This problem does not require constraints to obtain a solution and therefore is an appropriate example for illustrating the differences between a simulation with and without constraints on the shape of the velocity profile. The nominal radius and vessel length were 1 cm and 22 cm, respectively. For the inlet, we implemented a Womersley velocity profile of a volumetric flow waveform with a mean flow of 3.38 L/min and a cardiac cycle of 1.05 s. For the outlet, we assigned an impedance boundary condition representing the arterial system below the abdominal aorta of a normal subject. The numerical solutions were obtained using a 694,798 element and 124,959 node mesh with a time step size of 1.0 ms for a total of four cardiac cycles.

The shape of the velocity profile on the outlet was constrained using the augmented Lagrangian method. An axisymmetric profile shape with a profile order of five was chosen based on the parameters of the Womersley inlet velocity profile. Finally, the same problem was computed without a constraint on the outlet.

In Fig. 1, the shapes of the velocity profiles from the unconstrained and constrained simulations are compared at five different axial locations. Note that for all axial locations except the outlet, the velocity profiles for the unconstrained and constrained solutions are indistinguishable. When the constraint was applied, the same shape was maintained at the outlet boundary regardless of the magnitude of outlet flow. Flow rate at the outlet was not determined a priori but derived naturally through the weak enforcement of the impedance outlet boundary condition.

The inlet pressure waveforms of the simulations performed with and without an outlet velocity profile constraint are compared in Fig. 2. The relative difference of the pressure waveform at the inlet was less than 0.30%. The relative difference in flow and pressure waveforms at the outlet was less than 0.10% and 0.19%, respectively. Similarly, mean wall shear stress and the oscillatory shear index showed little difference except in the immediate vicinity of the outlet (Fig. 3). In Fig. 3, the same problem was run with a different profile order \( n = 2, 5, 8 \) to demonstrate that the choice of a profile order is irrelevant to obtain solutions as long as the constrained outlet is far enough from the area of interest.

3.2. A comparison study using a subject-specific abdominal aorta model

To further assess the effects of constraints on the shape of the outlet velocity profiles, we analyzed a subject-specific abdominal aorta model (Fig. 4). Once again, this problem does not require constraints to obtain a solution and is used to further illustrate the differences between simulations with and without constraints on the shape of the velocity profiles for a case with multiple outlets. The model starts from the supraceliac level of the abdominal aorta and includes the celiac, superior mesenteric, left renal, right renal, left external iliac, right external iliac, left internal iliac, and right internal iliac arteries. The geometry was obtained from magnetic resonance imaging data. For the inlet, we assigned a Womersley velocity profile. The cardiac cycle of the inlet waveform was 1.05 s. For the outlets, we prescribed impedance spectra generated from Windkessel models. The solutions were obtained using a 1,943,397 element and 353,314 node mesh with a time step size of 1.0 ms for a total of five cardiac cycles. We examined the worst-case scenario when all the outlets of the model were constrained. An axisymmetric profile function with a profile order of five was chosen based on the parameters of the inlet Womersley velocity profile.

The relative difference in the inlet and outlet pressure between the constrained and unconstrained methods was less than 1.57%. Through-plane velocity contours are compared in Fig. 5. Cut-planes are generated by cutting the computational domain perpendicular to the path line of the abdominal aorta at five different locations: infra-celiac, supra-renal, infra-renal, midway between the renal arteries and iliac bifurcation, and supra-bifurcation. We observe that there is a very small difference in the through-plane velocity contours of the abdominal aorta. The differences observed between the two solutions are comparable to cycle-to-cycle variations of either the unconstrained or the constrained method. The same findings hold for the in-plane velocity components (Fig. 6). Although constraints are imposed on all the outlets, they do not
affect the velocity field in the abdominal aorta. Mean wall shear stress and oscillatory shear index are compared for the unconstrained and constrained methods in Fig. 7. Similarly to the straight cylinder simulation, there is little difference in the wall shear stress except in the branch vessels.

3.3. An idealized bifurcation model

An idealized model approximating the bifurcation of the infra-renal aorta into the common iliac arteries was run with constraints on both outlets to study how close the outlet vessels can be truncated without affecting the velocity and pressure fields above the bifurcation. The parent vessel had a nominal radius of 0.67 cm and a length of 13.86 cm. The daughter vessels were constructed to be symmetric with a bifurcation angle of 90°, a radius of 0.47 cm and an initial length of 5.73 cm (Fig. 8). We truncated these outlets until we observed changes in the wall shear stress field above the bifurcation. For the inlet, we assigned a Womersley velocity profile. Note that the prescribed inflow waveform had significant retrograde flow in diastole (Fig. 8). For the outlets, we prescribed impedance spectra which were generated from a three-element Windkessel model. Outlets were constrained with a profile order eleven to approximate the inlet Womersley velocity profile. Initially, the solutions were obtained using a 667,533 element and 121,800 node mesh. The second model was constructed with a shorter daughter vessel length of 2.73 cm. The solutions were obtained using a 538,932 element and 98,422 node mesh. Finally, the third model was constructed with a daughter vessel length of 1.83 cm and the solutions were obtained using a 513,664 element and 93,837 node mesh. All the simulations were run with a time step size of 1.0 ms for a total of six cardiac cycles. Mesh generation was performed with the same mesh parameters so differences in number of nodes and elements reflect differences in the size of the domain.

In Fig. 8, the flow and pressure waveforms of the inlet and one of the outlets are plotted. Due to the symmetry of the problem, both outlets have the same flow and pressure waveforms. Note that both the inlet and the outlet have significant retrograde flow in diastole. This significant retrograde flow would invariably result in divergence with an unconstrained method, however with the constraints on both outlets, the simulations were successfully run. Furthermore, even though we truncated the outlets very close to the bifurcation for the third model, the simulation did not diverge. When we compared the inlet and outlet pressure waveforms for all three models, the relative inlet and outlet pressure differences were less than 2.23% and 0.21% respectively. Lagrange multipliers for the normal constraint and the in-plane constraints are also plotted in Fig. 8. For the in-plane constraints, the magnitude of the two in-plane constraints is plotted. We can observe that although there is little change in flow and pressure fields, Lagrange multipliers do not preserve the same values but increase for the models with a shorter daughter vessel length to maintain the same

Fig. 10. Boundary conditions for a subject-specific thoracic aorta model. A Womersley velocity profile is prescribed at the inlet (A) to achieve the volumetric flow rate shown in panel (A). At the outlet boundaries, a three-element Windkessel boundary conditions are used to generate the impedance spectra shown in (B)–(F). Note that impedance modulus and phase are shown from 0 to 20 Hz.
velocity profiles on the outlets. Lagrange multipliers can be regarded as an artificial force required to maintain a desired shape of the velocity profiles. A model with a shorter daughter vessel length requires a bigger force to maintain the same velocity profile.

To study how the early truncation affects the velocity and pressure fields above the bifurcation, we show mean wall shear stress and oscillatory shear index of three different models (Fig. 9). For the first two models, little difference is observed in the mean shear stress and oscillatory shear index. However, the third model exhibits differences with the initial model in mean shear stress and oscillatory shear index. Although all the models show little difference in velocity and pressure fields at the inlet and both outlets, early truncations such as the third model affect the velocity and pressure fields above the bifurcation. However, up to the second model which has a length-to-radius ratio of 5.81, the velocity and pressure fields above the bifurcation are preserved.

3.4. A subject-specific thoracic aorta model

We applied our new method to a subject-specific thoracic aorta model of an eleven-year-old male subject obtained from magnetic resonance imaging data. This model starts from the root of the aorta, ends above the diaphragm, and includes the following upper branch vessels: right subclavian, left subclavian, right carotid, and left carotid arteries. The solutions were obtained using a 1,916,167 element and 345,069 node mesh with a time step size of 0.952 ms for six cardiac cycles. The shape of the velocity profiles of all the outlets was constrained to have an axisymmetric shape with a profile order seven to minimize the differences between the prescribed profile function and a fully developed Womersley velocity profile based on the inlet flow rate.

For the inlet boundary condition, we used a Womersley velocity profile and for the outlet boundary conditions, we implemented three-element Windkessel models which represent the downstream vasculature not included in the computational domain. The inflow waveform and impedance spectra generated with a three-element Windkessel model for each outlet are shown in Fig. 10. The measured range of brachial pressure of this subject was 62.5 mmHg in diastole and 106 mmHg in systole. The computed pressure range of the aorta was from 63.0 to 105.0 mmHg. Flow distribution also matched experimental results with a relative difference less than 0.62%.

The solution to this problem diverged without constraints on the outlet boundaries likely due to the fact that all the outlets and the inlet had retrograde flow in early diastole. Prior to solution divergence, the velocity vectors at the outlets became highly irregular (Fig. 11). This simulation was run successfully with constraints on all the outlets.

Fig. 12 shows flow and pressure waveforms of the inlet and the outlets for one cardiac cycle. For the outlets, Lagrange multipliers are plotted. For the in-plane constraints, the magnitude of the two in-plane constraints is plotted. With high flow rate, a small force is sufficient to preserve the shape of the velocity profiles because of the inertia of blood flow. However, for a small amount of outflow, especially in the deceleration phase, a large force is required to maintain the same shape. Therefore, the Lagrange multipliers have large values when there is either a small amount of outflow or retrograde flow, and become smaller when there is positive and high outflow. Note that depending on the location of the outlets, the magnitude of the Lagrange multipliers change. For example, the values of the Lagrange multipliers of the right carotid artery are bigger than the values of the left carotid artery although
they have the same flow because the right carotid artery does not have as long a vessel as the left carotid artery to fully develop flow. Volume rendered velocity magnitudes are shown for peak systole, late systole, and mid-diastole and demonstrate complex flow features in the thoracic aorta (Fig. 13). Due to the geometry of the thoracic aorta, the flow develops helical structures as it travels to the upper branch vessels and descending thoracic aorta. Helical flow structures are preserved up to the immediate vicinity of the outlet surfaces. Wall shear stresses at the same time points are also plotted in Fig. 14. We can observe complex wall shear stress fields due to the complex flow structures.

4. Discussion

We have successfully developed and implemented a new method to constrain the shape of the velocity profiles at the interface between a three-dimensional computational domain and zero-dimensional and one-dimensional analytic models. We have demonstrated that this method exhibits solutions that differ from unconstrained solutions only in the immediate vicinity of the constrained outlets. As long as the constrained outlet is far enough from the domain of interest, the constraints did not affect velocity and pressure fields in the domain of interest. This method can also be used for three-dimensional computations coupled to one-dimensional computational models.

In this method, we used the Coupled Multidomain Method to assign physiologic boundary conditions. There are other approaches to assign physiologic boundary conditions. Some studies use do-nothing boundary conditions [18] and assign weak pressure or flux boundary conditions. These boundary conditions are similar to the Coupled Multidomain Method and do not resolve problems in blood flow simulations associated with complex flow features and geometry. Some boundary conditions prescribe...
either flow rate or pressure using the Augmented formulation [8,49,50] or control theory [11]. However, these approaches are based on the do-nothing approach and thus result in the same natural boundary conditions. Although Gresho et al. [16] demonstrated that these natural boundary conditions are sufficient outlet boundary conditions for incompressible fluid flow, this boundary condition is inadequate for simulations of blood flow in the cardiovascular system when a computational domain is truncated shortly after a bifurcation or where a computational domain has complex flow characteristics such as retrograde flow near the outlets. As our proposed method described herein addresses this issue, it greatly expands the range of problems that can be solved using three-dimensional finite element simulations of blood flow.

We have demonstrated that this method stabilizes unstable problems which are intractable with unconstrained methods. Additionally, the computation cost is comparable to unconstrained methods. Simulation time of the constrained method was compared with the unconstrained method where possible. For the simulations of the straight cylindrical model, two dual cores of a Hitachi Blade Symphony system (Itanium 2 Montecito, 1.6 GHz, 24 MB L3 cache) were used for both methods. With an unconstrained method, the simulation ran for 19.1 h to finish four cardiac cycles. With the constrained method, the same simulation took 20.8 h to finish the same number of cardiac cycles. For a single constraint case, simulation time increased 1.1 times compared to an unconstrained method. When constraining two outlets as in the idealized bifurcation model simulations, the unconstrained method with the initial model took 11.3 h to finish four cardiac cycles with four dual cores of a Hitachi Blade Symphony system whereas the constrained method ran for 13.6 h to finish the same number of cardiac cycles. The simulation time was 1.2 times greater for a two-constraint case. Finally, when constraining all the outlets as in the simulations of the subject-specific abdominal aorta model, the unconstrained method took 50.9 h to finish five cardiac cycles with six dual cores of the Hitachi Blade Symphony system whereas the constrained method ran for 57.0 h. When constraining all the outlets, the simulation time was 1.1 times greater compared to an unconstrained method. It should be noted that the addition of constraints does not seem to affect the scalability of our algorithm which is near-perfect up to thousands of processors. The computational cost is manageable and necessary as for some class of problems, i.e., those with retrograde diastolic flow, complex flow structures in the neighborhood of outlets or early truncations, an unconstrained approach usually fails.

The increased computational cost due to the addition of constraints on the shape of velocity profiles is primarily from the additional calculations required to formulate the equations. The additional constraint terms are nonlinear and updated before each nonlinear iteration using the most recent velocity and pressure values as well as before each linear iteration using the most recent increments of velocity and pressure.

Finally, the method described here can be extended to other flow problems where weak pressure or flux boundary conditions are implemented to obtain a robust algorithm with better convergence. This method can also be applied at the inlet of three-dimensional computational models to couple the inlet to reduced-order models, for example, a lumped-parameter heart model.
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